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• HAR features are high-dimensional and redundant; edge deployment 
constrained.

• Feature-level interpretability is often missing in existing pipelines.
• Need to know which features matter while keeping accuracy.

We aim to deliver a compact, high-accuracy, and feature-level interpretable 
pipeline.

Dataset & Features
KU-HAR dataset[1]: 
• 90 subjects, 18 activities;
• Waist 6-axes IMU  (accelerometer + gyroscope);
• 20,750 samples (non-overlapping 3-second windows).
Feature: 
We use TSFEL[2] to extract a total of 156 features from each of the 6 IMU channels, 
results in a total of 936 features per sample (156×6=936).

ØTop-10 important features.

ØComparison against representative baselines. ØConfusion matrix and class-wise performace.

Input & Feature

Channel-wise Projection

Attention Weighting & Screening

Classification

• Use KU-HAR dataset and extract TSFEL features
• 156 features per axis; 936 features per sliding window.

• Apply weight-independent linear layers to extract features 
from each feature and generate feature embeddings.

• Use multi-head self-attention to score features; average 
scores across heads and folds, then select per-axis Top-10.

• Train machine learning classifier on the screened features 
to achieve high accuracy with low compute at inference.

Experimental Result
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Conclusion
• We propose an attention-guided feature screening framework for wearable HAR.
• Our method combines independent channel-wise linear transformations with 

attention-guided feature selection, producing a compact and highly informative 
feature set that enhances both classification performance and interpretability.

• Coupled with a lightweight LightGBM classifier, the screened features reach 96.0% 
accuracy on KU-HAR while drastically reducing compute and memory compared with 
deep baselines.

Ø Overall Workflow
Proposed Method


